Discovering Latent Structure in Task-Oriented
Dialogues

Ke Zhai and Jason D. Williams

June 22, 2014

Dept. of Computer Science
University of Maryland
College Park
zhaike@cs.umd.edu

Microsoft Research
Redmond
Jason.Williams@microsoft.com

Microsoft-

® Research

! Internship work at Microsoft research, Redmond



Dialogue Systems and State Tracking
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@ Input Recognizer: speech-to-text and sematic analysis
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feedback with hypothesis to improve recognition accuracy
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control dialogue flow, for example, reinforcement learning
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Output Generator System

model languages in conversation and generate meaningful output
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Dialogue Systems and State Tracking
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Key Challenge: Dialogue State Tracking
Automatically! Unsupervised! Annotation-free!
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Dialogue Systems and State Tracking

2’ (Say a bus route like <bus-route>, or say I am not sure. )
<bus-route>

)

[

fo fo Go o Go o

;, (I thought you said <bus-route>, is that right?

)
Ye
i, (Say the location you are leaving from, like <location>.)

<location>) g

C.:J (Okay <location>, say where are you going to? )

<location>

i, (I heard <location>, is that right? Say yes or no. )

72]

€S

|

s 4 (Do you want the time for next few buses?

AN

C _(there is a <bus-route> from <location> to <location> at
<# | <time> say next or repeat
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Dialogue Systems and State Tracking

state: ask for bus route

route,
sure, im, a, bus, like, ...

say, <bus-route>, not,

<bus-route>, the, im, not,
sure, route, any, ...

e.g.: say a bus route like <bus-
route> or say i am not sure

e.g.: <bus-route>/im not

sure

o

state: confirm low-confidence speech recognition results

right, is, that, <location>, <bus-
route>, i, you, said, thought, over, ...

yes, no, yeah, wrong,
correct, back, go, nope, ...

e.g.: i thought you said (<bus-
route>/<location>) is that right

e.g.: yes/no/yeah/wrong/
correct/go back/nope

state: ask if user is traveling now

=

state: ask for locations

you, are, where, 1o, say, from,

leaving, going, <location>, okay, ...

<location>,
back, go, ...

e.g.: (okay <location>) say where
are you (going to/leaving from)

eg.
<location>

say, the, you, no, yes, do,
want, buses, few, next, ...
e.g.: do you want the next
few buses say yes or no

yes, no, yeah, <bus-
route>, back, go, nope, ...

e.g.: yes/no/yeah

state: ask for date and time (optional)

<time>, <date>, the, or, like,

e.g.: say the time you want
to depart like <time>

say, you, want, at, depart, ...

<time>, <date>, m,
e.g.: depart (at/by)
<time> a m <date>

state: read out bus timetables

<location>, at, <time>, next, say, from,
there, <bus-route>, to, ...

next, repeat, over, start,
previous, go, back, goodbye, ...

e.g.: there is a <bus-route> from <location>
to <location> at <time> say next or repeat

e.g.: next/repeat/start over/
previous
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e Experiments: qualitative and quantitative evaluations

e Conclusion: what’s exciting in Zhai & Williams (2014). ..
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Motivating Dialogue Example

C _ (Welcome to help desk. I'm John. C _ (Could you download the patch
J (How can I assist you today? J = (from here and see if it works? J
(__Ihave a problem with office.) V) ( Sure. Thanks very much.) ‘»J
< (May I'have your name, phone J I have just downloaded the) S
< (no., and email please? [ patch and it is now installingJ A=
[ Sure. I'm Alan. Phone no. isJ o Huh... It seems I got a problem) _ &
123-456-7890, alan@gmail.com - [when install it, compatible errorJ \ =
< (Thanks. Please give me a J Just want to verify again, you J
minute. Let me check. ~ I |are using Windows XP SP2.
( Sure. No problem) \i (Yes, but I'm not sure about SP2.) k
C _ (May I know what version is C _ (Could you open control panel
< |your operating system? J J (and choose "system property"? J
Sure. Windows 7, and 'm using| _ & [C 0 you see which service pack
[ Microsoft Office 2010J - |/ (are you using right now? J
C _ (Thanks, may I ask what kind of _ _ (Hi, are you still there? Would
< (error message you are seeing? J J Erou please read me the config? J

TechSupport. a set of human-human online technical support chats
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Conversation Model (Barzilay & Lee, 2004)

LM-HMM: HMM with state language model
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Conversation Model (Barzilay & Lee, 2004)

LM-HMM: HMM with state language model

(%) @.._+@M

Y Nol| ¥ Ny v N,

Problem

@ not ALL words are state-dependent.
@ ignores commonalities across different states.
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Revisit Motivating Dialogue Example

¢ _ (Welcome to help desk. I'm John. LM-HMM: HMM with state
< |How can I assist you today? Ianguage model

(__ Thave a problem with office.) w

©

C _ (May I have your name, phone M
<Y |no., and email please? e
Sure. I'm Alan. Phone no. is| _
[123-456-7890, alan@gmail.com] = Y Nol| YN v N,
C _ (Thanks. Please give me a
< |minute. Let me check.
( Sure. No problem) ‘é

C _ (May I know what version is ]
- our operating system?
Sure. Windows 7, and I'm using| _ ©
[ Microsoft Office 2010] A=
C _ (Thanks, may I ask what kind of
< |error message you are seeing?

Similar dialogue flow patterns, but different problems/domains/topics.
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Revisit Motivating Dialogue Example

C _ (Welcome to help desk. I'm John.
“J |How can I assist you today?

(__Thave a problem with office.) w

LM-HMM: HMM with state
} language model

O

C _ (May I have your name, phone M
<Y |no., and email please? e
Sure. I'm Alan. Phone no. is| _ 9

[123-456-7890, alan@gmail.com] A= Y Nol| YN v N,
C _ [Thanks. Please give me a
< |minute. Let me check. B

( Sure. No problem) ‘L.)
¢ _ (May I know what version is @ not all words are
- our operating system?

[Sure. Windows 7, and I'm using] ) state-dependent
Microsoft Office 2010 k e ignores commonalities

C _ (Thanks, may I ask what kind of across different
< |error message you are seeing? .
states/sessions

Similar dialogue flow patterns, but different problems/domains/topics.
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Conversation + Topic Model (Ritter et al., 2010)

LM-HMMS: HMM with state language model and source generator
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According to source indicator rp ;, generate a word from:
1) state language model; 2) session topic gm; or 3) background topic gg.
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Conversation + Topic Model (Ritter et al., 2010)

LM-HMMS: HMM with state language model and source generator
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but still, does not share topics across different sessions
fine for social media dialogues, e.g. twitter chats
but not so well for task-oriented dialogues
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Free-style Dialogues vs. Task-oriented Dialogues

Free-style
Diffused Topics

rrrrrr

Q@@@é%%@@ g

o)

Q)
®

Ke, Zhai (UMD) Dialogue Models

June 22, 2014

9/25



Free-style Dialogues vs. Task-oriented Dialogues

Free-style Task-oriented
Diffused Topics In-domain Topics

trip! )

On time

Fight art ) PM
. 54 mins (16 mi)

.JFK Airport
. Boarding Pass

Vie ard your fight
Don't
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Free-style Dialogues vs. Task-oriented Dialogues

Free-style Task-oriented
Diffused Topics In-domain Topics

trip! This migk
. On time

Fight arts at 7:30 PM
. 54 mins (16 mi)

.JFK Airport
. Boarding Pass

ard your fight
Don't

Task-oriented Dialogues

Topics are shared across different dialogues, or maybe even across
different utterances in a dialogue session.
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TM-HMM: Share Topics across States

LM-HMM: HMM with state language model
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TM-HMM: Share Topics across States

tMTM-HMM: HMM with statetanguage topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States
TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model

go gn
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(1€ Weltome to Help désk. I'm J@hn.
J HOw can I afSist you tdday?
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TM-HMM: Share Topics across States
TM-HMM: HMM with state topic model
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Weltome to Help desk. I'm J@n.
I‘V can I aSsist you today?
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model
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TM-HMM: Share Topics across States

TM-HMM: HMM with state topic model

~N

(1 Weltome to Help desk. I'm J@hn.

F.V can I aSsist you tdday? S1
I l‘e a prdblem with o.e S3
[ MayI T e,p e
Y@ ld.e"l’pi’o ® $2
< P‘e 11‘11 o‘e p.h. 3
I with lan@liage su.)rt at 1ffp...

Gieat, that w.ts THabks 2 @. ‘é S4

¢ | You are welcome. Are there

J anyihing else I c‘d 1€lp ") S4
That is all Tl‘<s \./ n.h

A
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TM-HMMSS: Share Topics across Sessions

LM-HMMS: HMM with state language model
and source generator
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TM-HMMSS: Share Topics across Sessions

tMTM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
welcome
Sl help
XS desk

FQ| row
L’ | assist

N

have
name
phone
| emall

| number

have
problem
- | couldn't
| launch
| software

please
try

with
| would

sorry
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
welcome
Sl help
N desk

how
assist

have
name
phone
| email
| number

have
problem
+. | couldn't
| launch
| software

please
try
with
would
sorry
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model

Vs

Welcome to helpg—
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model

f Welcome to help desk. I'm John. ) S1 S 1 Wefice(:r;n °

<
Y How can I assist you today? Cr:esk
ow

| assist

ffo

have
name
phone
| email
" | number

EO eﬂ

have
problem
> couldn't

| launch
| software

QO
o

please
try

ffo

with
would
sorry

e B

Ke, Zhai (UMD) Dialogue Models June 22, 2014 12/25




TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model
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TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model

N

(1S Welcome to help desk. I'm John. S1 S
S How can I assist you today? pr=

: 4 o
I have a problem with printer.
= \ &

help
desk
| how
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1 welcome
‘::\

have
name
phone
| email
| number

g() gﬂ

have
problem
couldn't
| launch
/ software

go
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ffo

R

Ke, Zhai (UMD) Dialogue Models June 22, 2014 12/25




TM-HMMSS: Share Topics across Sessions

TM-HMMSS: HMM with state language model
and state source generator and session topic model

Ve

C | Welcome to help desk. I'm John.
Y How can I assist you today?

I have a problem with printer. ‘ﬁ
May I have your name, phone
no., and email please?
Please chieek network, in‘ll d.:r

from @ and refBot your sy@iem...

Great, that works. Thanks a lot. ‘ﬁ

€O EO

C | You are welcome. Are there
J anything else I could help you?

That is all. Thanks very much. ‘ﬁ
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Inferred Flowchart on BusTime Dataset

state: ask for bus route
(route:0.14), (say:0.13), (<bus-route>:0.12), (not:0.10),
sure:0.10), (im:0.09), (a:0.08), (bus:0.07), (L €:0.06), ..

e.g.: say a bus route like <bus-route> or say i am not sure | - e.g.: <bus route>./|;n not sure -
state: confirm low-confidence speech recognition results
(right:0.19), (is:0.19), (that:0.19), (<location>:0.12), (<bus-route>: (yes:0.45), (no:0.3), (yeah:0.12), (wrong:0.04), )
0.05), (| 0.04), (you:0.03), (said:0.03), (thought:0.03), (over:0.03), . correct:0.03), (back:0.02), (g0:0.02), (nope:0.01), ...
.g.: i thought id (<bus-route>/<location>) is that right e.g.: yes/no/yeah/wrong/correct/go back/nope | N Q
state: ask for locations
025 (you:0. 1) (are:0.09), (where 0.08), (to: D 07), (say:0.06), i 1rom 0. OW‘ ‘(<Iocalion>:0.84), (back: oka
0 I :0.05), :0.05), ay:0. 0.05), (90:0.05), ...
: (okay <Iocanon> sal where are you (gomg 10/Ieavmg 1rom) e.g.: <location> ]

(say 0.8), (the:0.07), (you:0.07), (no 0 06) (yes:0.06), (do 0.31
:0.06), (buses:0.05. i * o 0
e g.: do you want the next few buses say yes or no e g.: yes/no/yeah

state: ask for date and time (optional)
0.42 (<time>:0.14), (<date>:0.1), (the:0.06), (or:0.05), (like:0.05), (<time>:0.26), (<date>:0.14), (m:0.11),
say:0.05), (you:0.05), (want:0.05), (at:0.04), (depart:0.04), ... | |(depart:0.07), (a:0.07), (at:0.07), (by:0.03), ...
e.g.: say the time you want to depart like <time> | e.g.: depart (at/by) <time> a m <date>

state: read out bus timetables
(<location>:0.08), (at:0.05), (<time>:0.05), (next:0.05), (say:0.05), (from:0.04), (there: (next:0.4), (repeat:0.16), (over:0.11), (start:0.11),

0.04), (<bus-route>:0.04), (t0:0.04), ... ‘ ‘(prewous :0.07), (g0:0.06), (back:0.06), (goodbye:0.05), ... | | 0-pS
e.g.: there is a <bus-route> from <location> to <location> at <time> say next or repeat e.g.: next/repeat/start over/previous

TM-HMM with 10 states and 10 topics
(transition cutoff threshold is 0.1)




Inferred Flowchart on BusTime Dataset

| heard 61C, is that right? ]

[ Say a bus route, or
say I’'m not sure.

[ Downtown, is that correct? ]

[ Where are you leaving
from? (query database)

[ Where are you going

to? (query database) Did you just say Norwood? ]

[ Do you want times for

e (et e [oees? Say just the day you want. ]

[ (query database) Say just the time you want. ]

I'm sorry, | can't find any bus
at all that run from Milton to
Norwell. | checked route 61C
and | also checked all the

other bus routes | know too.

At 11:45 PM today,
there is a 61 C from
5th Ave and Main St
Canton, arriving 2nd St
and Grant Ave in
Norwood at 12:34 AM.

Repeat, next, previous ]

Hand-crafted reference flowchart for BusTime (Williams, 2012)

Ke, Zhai (!
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Inferred Flowchart on TechSupport Dataset

Agent: conversation opening + identity check Agent: acknowledge identity
e.g.: welcome to microsoft answer desk, i'm <agent- e.g.: thank you, <client-name>, please
name>, how can i help you, may i have your name? give me a moment, let me check

0.2
0.9 Client: report problem T?:s’ Client: identity verification 0.08
’ e.g.: get problem in windows, cant install y ’ e.g.: yes, my name is <client-name> ‘
on computer, it says error message sure, <client-name>, <phone>, <email> 042
Agent: acknowledge problem oAt Agent: system check .
e.g.: sorry to hear that, thanks for error 0ps ’ e.g.: may i know what version is ‘ :
message, i see, let me help you on issue operating system you used? windows 7?
Agent: troubleshoot attempt Client: system verification
’e.g.: please click <href> and go download | (<666 [e.g.: ok, thanks, sure, <prodkey>, one problem |
0.21 the code, let it run and see it is ok

051 Agent: troubleshoot attempt
Client: troubleshoot acknowledgement - e.g.: try to install file or run program
[e.g.: ok, i am trying to download the code | and see the issue goes away

Agent: conversation closure Client: resolved problem
O_E ’e.g.: thank you for contacting microsoft answer ’ e.g.: great, thanks <agent-name> so ‘

desk, you are welcome, have a nice day much for your help, good day, bye

0.09

TM-HMMSS with 20 states and 20 topics
(transition cutoff threshold is 0.05)
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Inferred Topics

Topic Top Ranked Words
brO\NSe‘ internet, explor, browser, ie, open, websit, googl, download, click,
chrome, ...
packup file, restor, system, comput, back, folder, creat, option, dont, delet, ...
poot comput, boot, mode, option, disc, safe, recoveri, repair, back, clean,
cd, disk, ...
update updat, window, servic, instal, pack, run, comput, download, check,
restart, inform, system, error, fix, ...
net\NO‘K connect, internet, printer, comput, network, pc, print, access, wireless,
hp, cable, adapt, router, speed, ...
ant'\-\’“us viru, scan, comput, remov, secur, run, system, anti, essenti, infect,
defend, softwar, program, protect, antiviru, malwar, ...
ha\,dware driver, devic, drive, dvd, cd, hardwar, issu, model, laptop, plug, soft-
ware, usb, ...
\Windows window, upgrad, 8, download, 7, instal, bit, vista, pro, system, ...
office offic, 2010, word, microsoft, home, excel, version, 2007, student,

document, trial, 2013, ...

TM-HMMSS with 20 states and 20 topics
(transition cutoff threshold is 0.05)
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Log-likelihood Evaluation on BusTime Dataset

K10

negative log—evidence

Negative log-likelihood (lower the better) on held-out test set with 10
states and 10 topics
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Log-likelihood Evaluation on TechSupport Dataset

o

S
e

o

S
xa
Q)Q)

Y O\ &@

K20

negative log likelihood
0clL

/ 7/
>
Negative log-likelihood (lower the better) on held-out test set with 20
states and 20 topics
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Ordering Task

¢ _ (Welcome to help desk. I'm John.
J (How can I assist you today? J .
(__Thave a problem with office.) “'.)
[May I have your name, phone J
no., and email please?
Sure. I'm Alan. Phone no. is| _ &
(123-456-7890, alan@gmail.com] \=

C _ (Thanks. Please give me a
< | minute. Let me check.

en

( Sure. No problem) ‘2
C _ (May I know what version is
J (your operating system? J
Sure. Windows 7, and I'm using) _ O
( Microsoft Office 2010} \ =

¢ _ (Thanks, may I ask what kind of
< |error message you are seeing?

Ke, Zhai (UMD) Dialogue Models June 22, 2014 19/25



Ordering Task

S (Welcome to help desk. I'm John.J Sure. Windows 7, and I'm using) _ ©
“J (How can I assist you today? i { Microsoft Office 2010] \=
(__Thave a problem with office.) y,& [ Sure. I'm Alan. Phone no. isj )
[~ [May I have your name, phone J 123-456-7890, alan@gmail.com | =
I |no., and email please? [ { Thanks. Please give me a J
( Sure. I'm Alan. Phone no. is} o J mmute Let me check. )
123-456-7890, alan@gmail.com ) N T have a problem with office.) ‘:
C (Thanks. Please give me a J [ ay I have your name, phone
< | minute. Let me check. J (no and email please? J
( Sure. No problem) \2 [ [ elcome to help desk. I'm Joth
[ (May I know what version is J </ (How can I assist you today?
J your operating system? [ hanks, may I ask what kind of
J [error message you are seeing? J

(

¢ _ (Thanks, may I ask what kind of
< |error message you are seeing?

)

Ke, Zhai (UMD)

Sure. Windows 7, and I'm using| _ ©
Microsoft Office 2010 | \&

Sure. No problem) v
May I know what version is
our operating system?

o
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Ordering Task

¢ _ (Welcome to help desk. I'm John.
< |How can I assist you today?

(__Thave a problem with office.) ‘ﬁ

[May I have your name, phone J
no., and email please?
( Sure. I'm Alan. Phone no. is} )
123-456-7890, alan@gmail.com ) N
C (Thanks. Please give me a J
< |minute. Let me check.

gﬁ

( Sure. No problem) ‘2
C _ (May I know what version is
=4 (your operating system? J

(Sure. Windows 7, and I'm usingJ o

Microsoft Office 2010

¢ _ (Thanks, may I ask what kind of
< |error message you are seeing?

—1 S
reverse ordering

Ke, Zhai (UMD)

correlation

Dialogue Models

Sure. Windows 7, and I'm using| _ &
Microsoft Office 2010 ) &

Sure. I'm Alan. Phone no. is| _ 9
123-456-7890, alan@gmail.com | =

C _ (Thanks. Please give me a
J m1nute Let me check.

I have a problem with office.) d

( ay I have your name, phone J
no., and email please?

[ elcome to help desk. I'm John)
How can I assist you today?
hanks, may I ask what kind of
[error message you are seeing? J

gr gr gm

Sure. No problem) v'.)
[ May I know what version is
- our operating system?

<+
identical ordering
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Ordering Task on BusTime Dataset

K10

kendall's tau
%
0TL

o® 0 25 50 75 100
# of random permutations

LM-HMM — LM-HMMS — TM-HMM — TM-HMMS — TM-HMMSS
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Ordering Task on TechSupport Dataset

K20

0cL

average kendall's tau
S

Q" 0 25 50 75 100
# of random permutations
LM-HMM == LM-HMMS = TM-HMM == TM-HMMS - TM-HMMSS
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Conclusion

In this talk
@ synthesize hidden Markov models and topic models
@ propose unsupervised generative models: TM-HMM and TM-HMMSS

@ discover two horizons of a dialogue system automatically
1) a generic flow-chart and 2) a domain of topics

What'’s exciting in Zhai & Williams (2014). . .

@ Plate notations, generative stories and MCMC inference
@ Experiments on BusTime and TechSupport datasets

e BusTime: transcripts from human-computer interactive system

e TechSupport: a set of human-computer online chat dialogues

e Qualitative: meaningful dialogue flows, aligned with reference design
o Quantitative: log-likelihood and ordering task on held-out test set

@ Sensitivity to different parameter settings
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The End!

Thank you!
Questions?
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